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Social Threat and Project Impact

Need a tool to build trust in media and open 
dialogue between conflicting viewpoints. 



Create an app that makes fake news detection easier, 
more streamlined and consistent.

FAKE REAL

Our Solution: Fake News Detector



Fake News Detector - Project Plan

Our Steps:

1. 1. Find the fake & real news dataset
2. 2. Data cleaning
3. 3. EDA
4. 4. Feature Engineering
5. 5. ML model training
6. 6. App Development & Deployment

https://www.kaggle.com/datasets/clmentbisaillon/fake-and-real-news-dataset
https://github.com/UBC-MDS/Techniators/blob/main/src/data_processing.ipynb
https://github.com/UBC-MDS/Techniators/blob/main/src/EDA_data_cleaning.ipynb
https://github.com/UBC-MDS/Techniators/blob/main/src/data_processing.ipynb
https://github.com/UBC-MDS/Techniators/blob/main/src/model_training.ipynb
https://github.com/UBC-MDS/Techniators/blob/main/streamlit_app.py


Data Cleaning



Fake Real

Problem 1: Real df has extra 
characters in text column 
e.g. WASHINGTON (Reuters) 

Label “real” or “fake” then 
concatenate, drop empty text rows, 

combine  text and title columns

Problem 2: Multiple date formats,  can’t parse! e.g. 
December 31,  2017, 18-Feb-2018, Dec 12, 2016. 

Problem 3: Multiple, infrequent subject categories e.g. 
News, PoliticNews, Middle-east, left-wing, etc…

Processed 
dataframe
(44267 x 4)



Exploratory Data Analysis



EDA Revealed limitations of Dataset

1. American & Politically focused news - limits diversity of 
news topic

FAKE REAL



EDA Revealed limitations of Dataset

2. Data had a bias when reviewing dates



Feature Engineering



Three New Features

Special characters Uppercase letters
Sentiment Score

Final dataframe
(44267 x 7)



Model Building and 
Evaluation



Model 1 - Regression Model - Feature Coefficient



Model 2 -Decision Tree 🤯

“video” <=0.5
class=FAKE

“image” <=0.5
class=REAL

“said”<=0.5
class=REAL

Uppercase_letter_count<=0.5
class=FAKE

“said”<=5.5
class=FAKE

“reuters” <=0.5
class=FAKE

Uppercase_letter_count 
<=3.47

class=REAL

“said”<=3.5
class=REAL

omitted other 
features & 
possible leaf



Model Performance
With ‘subject’ Without ‘subject’

Decision Tree Classification Report (Unseen Data)

Without ‘subject’

Accuracy 
Scores



Application and Demo



Architecture

Load 
Balancer

EC2 SageMakerS3

ML PipelineModel, Data

Web Server



Demo ( Local / Cloud )

http://localhost:8501/
http://54.226.31.249:8501/


Future Work 💭🛠🦾
● Use AI generated News dataset train the model and 

distinguish between AI and human written news
● Do additional feature engineering to improve model 

performance
● Automate ML pipeline to allow client upload a set of 

labelled fake and real news
● Adopt more ML models to compare the accuracy and 

performance
● Use RandomizedSearchCV to obtain the best parameters 

for our ML model



Thank you for 
your attention! 



Appendix



Project Plan visual



AI generated news 
(previously collected)


