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BUT FIRST!

It's time to Jam.
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WHAT ARE WE DOING HERE?

Hackathons: A Brief Overview

Hackathons are intensive, time-bound events
where teams of participants come together to
collaboratively work on solving real-world
problems or creating innovative software
projects.
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THE CODE-A-THON!

Code-a-thons have a more narrow focus
primarily on iterative coding, algorithmic
development, over-the-shoulder peer
coding
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THE CODE-A-THON!

Participants are going to engage in coding
challenges or competitions, where each
challenge builds on the previous challenge.
These challenges are algorithmic or data
structure-related and each challenge combines
together to become a major project.
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SOFTWARE ENGINEERING?

e What is Software Engineering

© Requirements Gathering
Software Architecture
Coding and Programming
Software Testing and Debugging
Software Maintenance
Software Project Management
Software Quality
Software Metrics
Software Development Models & Architecture
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SOFTWARE ENGINEERING vs

SCIENCE GATEWAYS vs

HIGH PERFORMANCE COMPUTING
4




SOFTWARE ENGINEERING AND SCIENCE
GATEWAYS

e What is a Science Gateway?

Science gateways are
user-friendly interfaces that
allow researchers and educators
to access advanced resources,
tools, applications, and data
collections specific to a science
or engineering
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SCIENCE GATEWAYS AND HIGH
PERFORMANCE COMPUTING

e So what does this have to do with
High Performance Computing?

Science Gateways are connected [
to High Performance Computing
(HPC), they provide a
user-friendly interface to HPC
resources
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Executive Director, Texas Advanced Computing Center
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RAPID GROWTH FROM THEN TO NOW

» 2003 - First Terascale Linux cluster for open science (#26)
» 2004 — NSF funding to join the Teragrid
» 2006 — UT System Partnership to provide Lonestar-3 (#12)

» 2007 - S59M NSF award - largest in UT history — to deploy
Ranger, the world’s largest open system (#4)

» 2008 - funding for new Vis software and launch of
revamped visualization lab.

» 2009 - $50M iPlant Collaborative award (largest NSF
bioinformatics award) moves a major component to
TACC, life sciences group launched.

» In 2009, we reached, 65 employees.

. m'!'ﬁg_g Y TEXAS s M ‘ 11/10/18 |\3



NOW, A WORLD LEADER IN CYBERINFRASTRUCTURE

» 2010, TACC becomes a core partner (1 of 4) in XSEDE, the TeraGrid Replacement
» 2012, Stampede replaces Ranger with new $51.5M NSF Award

» 2013, iPlantis renewed, expanded to $100M

» 2015, Wrangler, first data intensive supercomputer is deployed.

N\
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» 2015, Chameleon cloud is launched

» 2016 S’rompede—Q awarded the largest academic system in the United States, 2017-2021.
(56th fastest super computer in the world)
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FRONTERA SYSTEM --- HARDWARE

» 21st Fastest Supercomputer in the world
» #1 for Open Science

» Primary compute system: DellEMC and Intel
» 35-40 PetaFlops Peak Performance (Next Generation Xeon processors)
» Interconnect: Mellanox HDR and HDR-100 links.
» Fat Tree topology, 200Gb/s links between switches.
» Storage: DataDirect Networks
» 50+ PB disk, 3PB of Flash, 1.5TB/sec peak I/O rate.
» Single Precision Compute Subsystem: Nvidia

» Front end for data movers, workflow, API

FRONTERH
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SYSTEM OVERVIEW

EXTERNAL NETWORK

Gatewary Users Users External Applications

AAA YYYY Y YY
ACCESS LAYER

Lagin Nodes ‘ ‘ Data Mover Nodes Gateway & APl Nodes
Cloud VDI &

Cata Access
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COMMERCIAL
> > CLOUD STORAGE

HIGH SPEED
INTERCONNECT
INFINIBAND

S3AON ¥3ILnoy

Archive System

COMPUTE SUBSYSTEM STORAGE SUBSYSTEM

Primary Compute Single Precision Compute Fast Scratch

>38PF Dbl Precision >8PF Single Precision NVMe Filesystem her TA
>8,000 Xeon Nodes © 4PE 1 5TB; sec shenloss

Seratch/Work
Drisk Filasystem
S50PB 2O0GE/sec

FRONTIER

COMPUTING ECOSYSTEM
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» Humphry Davy, Inventor of
Electrochemisiry, 1812

» (Pretty sure he was talking about
our machine).
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Nothing tends so much to the

advancement of knowledge as
the application of a new
instrument. The native
intellectual powers of men in
different times are not so
much the causes of the
different success of their
labours, as the peculiar nature
of the means and artificial
resources 1n their possession.
Humphry Davy
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HOW DO WE HELP RESEARCHERS WITH SUCH
DIVERSE NEEDS AND BACKGROUNDS®?
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BUILD A MASSIVE STORAGE CLOUD NEXT T0 INNOVATIVE POWERFUL USABLE
COMPUTERS AT THE END OF FAST INTERNET PIPES
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MANY DOMAIN SCIENTISTS ARE NOT EXPERTS AT COMPUTING TECHNOLOGY.

CREATE PURPOSE-BUILT, HIGHLY INTUITIVE INTERFACES
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® Orstdio
€« C vis.tacc.utexas.edu:51114 5 )

G Fle Edit Code View Plots Session b Yante iate

TACC Visualization Port % Home pyspark_genome_exan

L X https://jupyter.public.tenants.prod.agaveapi.co/u ) 00k a ; E

R version 3.0.3 (2014-03-06) -- "Warm Puppy” g
Copyright (C) 2014 The R Foundation for Statist A Ju pytel’ pyspark_genome_example uosaved) @ Control Panel

Platform: x86_64-unknown-1linux-gnu (64-bit)

R is free softnare and comes with ABSOLUTELY NO Fle € View nsert SOme O Python 3 O HOSied Sqqs

You are welcome to redistribute it under certai
Type 'license()' or 'licence()' for distributio vd] Mé n Cell Toolbar:

Natural languoge support but running in on En

rIE ey S * JupyterHub
A Genomics Example Using the pyspark notebooks

‘citation()' on how to cite R or R packages in

Type 'demo()' for some demos, "help()' for on-1 H

nelp.start0)" for an AL browser interfoce 4 Library

Type 'q()" to quit R.

- | In this example, we make use of the pyspark library to determine if any pathogens are present in a R .I. d B
sample. The basic idea is to make use of k-mers, a biological analog of n-grams, to compute the S U IO
“distance" from a known pathogen genome to the DNA in our sample. We can use different metrics
for the distance, as will be shown below.

We note that this is a python3 notebook. At the moment, python3 is required to use the pyspark ] We b_ bG Se d v N C

library.

import string, os

import matplotlib | b k d b
import matplotlib.pyplot as p A SO/ GC e y
fmatplotlib inline

.
from TBython.display import Image, display, Math, Latex, SVG, HTML world-class computing
import numpy as np =

from scipy.cluster.hierarchy import linkage,dendrogram d d 'I' 'I'

from scipy.spatial.distance import pdist On O O COpOCI y
g rom 1 b2 L D
from urllib.request import urlopen
import pyspark

sc = pyspark.SparkContext('local[*]')

Pathogens
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Getting Started Community Activity

H edwintest3 created an image

Nov 16,2015 0231 am- Easy to use Cloud
MARER-F £.20 wilh UL 100IS O Computing

H edwintest3 created an image
Nov 16, 2015 02:31 am
TSW Workshop Williams 1.2

Atmosphere (Cyverse)

H atmoadmin created an image
Oct 23, 2015 12:06 am
Trusty Tahr (x64)

Jetstream (IU,UA,TACC)

H atmoadmin created an image
Oct 23, 2015 12:06 am
Resources in Use need more? it
I JetStream - Indiana 1 Instances H atmoadmin created an image C h O meleo n ( U C ,TACC )

Oct 23, 2015 12:06 am
x86_64-Gen

active - deploy_error 6_64-GenericCloud

Cloud consoles are aimed at
sysadmins and unintutive.

H atmoadmin created an image
Oct 23, 2015 12:06 am
Cent0S-6-x86_64-GenericCloud:

0 Volumes i) oy omile an g We're changing that with
| improved UX and support

OS-7-x86_64-GenericCloud-

* APIs are still available
 No cost to end user

Instance History (5 instances launched) Pismmrstosd

2016 Jetstream (4 Feedback & Support
hitps:/juse.jetstream-cloud.org/application/images/5
— e
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GIVE EXPERTS ACCESS TO EVERY SINGLE ONE OF YOUR BUILDING BLOCKS.
WEB SERVICE APIs EVERYWHERE. AUGMENT WITH PROFESSIONAL TOOLING.
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TECHNOLOGY

Cloud Computing
Python

JSON

Docker

Redis

AND...
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