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We are one of the DOE’s Office of Science
computation user facilities
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What is a Leadership Computing Facility (LCF)e

o Collaborative, multi-lab DOE initiative (2 centers / 2 architectures)

e Mission: Provide an ecosystem that enables capability computing opportunities to solve
the most challenging problems.
« Administer and support two highly competitive user allocation programs
- Innovative and Novel Computational Impact on Theory and Experiment (INCITE)
— ASCR Leadership Computing Challenge (ALCC)

- Computational allocations typically 100x larger than generally available in university, laboratory, and
industrial (scientific and engineering) environments.
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Resource Allocations at the OLCF

 Researchers across the globe are awarded computational
resources at the OLCF for their projects.

e These projects should be one of a kind and those that cannof
be supported by any other systems.

* The rationale behind this is to push barriers and for more
scientific discoveries.

 As aresult, the OLCF systems are highly competitive around
the world.
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The OLCF has Successfully Delivered Six Systems Since 2004

« Frontieris system number seven and provides an increased
capability of over 5-10X Summit depending on the application.
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Specifications and Features

» Processor: IBM Power9™ (2/node)

o GPUs: 27,648 NVIDIA Volta V100s (6/node)
« Nodes: 4,608

e Node Performance: 42TF

« Memory/node: 512GB DDR4 + 96GB HBM?2
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OLCF IBM AC922 Summit Supercomputer
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OLCF Cray Frontier Supercomputer(node architecture)

Specifications and Features

e Processor: AMD Optimized 3@ Gen EPYC (1/node)

« GPUs: 37,632 AMD MI250Xs on compute nodes (4/node)
 Nodes: 9,408 compute nodes.

« Memory/node: 512GB DDR4 + 64GB HBM2E

« NV Memory: 1.92TB (2/node)

o Total Storage: 716PB

« Interconnect Topology: Multiple Slingshot NICs providing 100 GB/s network bandwidth, Slingshot
dragonfly network providing adaptive routing, congestion management and quality of service.

 Peak Power Consumption: 29MW
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OLCF Cray EX Frontier Supercomputer(architecture)
— il ! Buiometweark Out to netwok

4 GB/s Wr
NVMe SSD 1.6 M Rd 10PS

4l 00 (000, 064) 01 (001, 065) 02 (002, 066) 03 (003, 067) 04 (004, 068) 05 (005, 069) 06 (006, 070) 07 (007, 071)

PCI SW

sl 08 (008, 072) 09 (009, 073) 10 (010, 074) 11 (011, 075) 12 (012, 076) 13 (013, 077) 14 (014, 078) 15 (015, 079) bmm

= GPU2 — GPU3

¥ 16 (016, 080) 17 (017, 081) 18 (018, 082) 19 (019, 083) 20 (020, 084) 21 (021, 085) 22 (022, 086) 23 (023, 087)
Wl 24 (024, 088) 25 (025, 089) 26 (026, 090) 27 (027, 091) 28 (028, 092) 29 (029, 093) 30 (030, 094) 31 (031, 095)

8 32 (032, 096) 33 (033, 097) 34 (034, 098) 35 (035, 099) 36 (036, 100) 37 (037, 101) 38 (038, 102) 39 (039, 103)
il 40 (040, 104) 41 (041, 105) 42 (042, 106) 43 (043, 107) 44 (044, 108) 45 (045, 109) 46 (046, 110) 47 (047, 111)

il 48 (048, 112) 49 (049, 113) 50 (050, 114) 51 (051, 115) 52 (052, 116) 53 (053, 117) 54 (054, 118) 55 (055, 119)
4l 56 (056, 120) 57 (057, 121) 58 (058, 122) 59 (059, 123) 60 (060, 124) 61 (061, 125) 62 (062, 126) 63 (063, 127)

512 GB (DDR4)

Infinity Fabric GPU-GPU (50+50 GB, ——
_ nfinity Fabric ( /s) PCle Gend ESM (50+50 GB/s) b Guicio nétiok Giikto et
W Infinity Fabric CPU-GPU (36+36 GB/s) — PCle Gend (8+8 GB/s) l |
— «= — . Ethernet (25+25 GB/s)

%OAK RIDGE |65

National Laboratory | FACILITY




Background to OLCF Pathways Initiative
« High-Performance Computing has become an essential part to scientific research.

o |tis important therefore to make available to researchers HPC resources that will
facilitate their research efforts.

« As aresult, the Oak Ridge Leadership Computing Facility (OLCF) aims to help build @
vibrant and inclusive community of researchers in the area of theoretical and

experimental science.
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Primary User Programs for Access to LCF
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https://olcf.ornl.gov/
https://olcf.ornl.gov/

OLCF Pathways Initiative

- The OLCF has invested in a series of programs and
opportunities, including:

. Computational resource allocations
. Workshops, training events, and seminars
. Internships

. This is fo introduce scientists to the OLCF's leadership-class
machines and to make resources on these machines available
to researchers in HBCUs/MSIs and liberal art colleges.
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|: Research Resource Allocations

This initiative launched by the Oak Ridge Leadership Computing Facility (OLCF) is to assist
researchers and institutions currently underrepresented in high-performance computing
(HPC).

This is to equip these researchers with tools and resources needed to develop competitive
allocation proposals and provide a pathway to the OLCF's user programs, including
the Director’s Discretionary, the Innovative and Novel Computational Impact on Theory
and Experiment (INCITE), and the ASCR Leadership Computing Challenge
(ALCC) programs.

The initiative is open but not limited to community colleges, historically black colleges and
universities, Hispanic-serving institutions, liberal arts colleges and small universities.

Accepted applications are granted resources on the centers summit supercomputer as
well as other resources and mentors to guide in the actual proposal.
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Completing the Interest Form for Pathways Initiative

Howw did wou hear about the Pathways=s to Supercomputing Initiative? (Reguirea)

Flezse briefly explain.

“ > -

I selected, what computational experiments and scientific probleams are you interested in tackling? Please explain the scientific

background of yvour resesarch. Please list amy code=s that vou are interested in running and include a list of their dependencies. [(Regusireda)

i,

i > -

Would yvou be interested in being contacted about the following?
Selact all that apphy.

1 Pathways to Supercomputing Internship Program
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HPC Crash Course

* As part of the pathway's initiative, the OLCF has developed a virtual (2- or 3-day) crash
course to expose students mainly from HBCUs/MSIs to high-performance computing
(HPC).

®* |t covers the foundational skills needed to start learning about HPC (e.g., ssh, Linux
command line, command-line text editors, infroductory C programming) before
moving on to the basics of HPC itself.

® The courses are hosted virtually on Zoom and make use of Slack for hands-on help
during the exercises.

® The Hands-On HPC Crash Course is offered periodically throughout the year and also
for specific audiences on demand.

®* |f you are interested in hosting a Hands-On HPC Crash Course at your institution or
event, please submit an interest form.
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Winter 2022 HPC Crash Course
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Pathways to Computing Internship Program

® The Pathways to Computing Internship Program (PCIP) is another one of the ORNL
pathways to supercomputing inifiatives.

®* Thisis a 10-week summer learning program for undergraduate students in computer
science, computational science, and computational mathematics.

® Students are mentored by ORNL research and technical staff members and will be
able to make conftributions to projects in diverse computing areas, including
computer science, high-performance computing, system administration, and more.

* The goal of the program is to improve opportunities and encourage applications
from underrepresented groups in the computing field.
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Pathways to Computing Internship Program

« For summer 2023 internships, offers have just been sent out.
o A tofal of 94 applications were received.
* 10 offers were sent out to the top candidates.

o A variety of topics from ML/AI, GPU Programming,
Bioinformatics are being considered during Summer 2023.

o Students receive a weekly stipend of $650 to $750 paid
biweekly.

« Up to $1000 for travel expenses to Oak Ridge, TN.
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Visiting Faculty Program (VFP)

e Thisis a DOE initiative for fulltime faculty from institutions
historically marginalized in STEM research.

e |Tis a 10-weeks funded summer collaborative experience with
a DOE National Laboratory, and it comes in two tracks.

« The VFP Research Collaboration track helps faculty from these
INstitutions work with their counterparts in the DOE |lalbs on
STEM related research projects.

 VFP Teaching Inifiative enables faculty to develop innovative
course content, certificate programs, seminars and learning
modules for their students.
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How 1o Apply
e To submit an interest form for the HPC Crash C.ourse and the

Research Resource Allocations, go tfo: ;E'fi':ir'
=1
- To apply for the Pathways to Computing Internship Program
(PCIP), please go to: ZEES
[=1152
e Other faculty and student opportunities/resources:

-l =

. https://education.ornl.gov/

. https://docs.olcf.ornl.gov/training/training archive.html

ll.  https://github.com/olcf/hands-on-with-Frontier-

IV. https://github.com/olcf/hands-on-with-summit
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https://education.ornl.gov/
https://docs.olcf.ornl.gov/training/training_archive.html
https://github.com/olcf/hands-on-with-summit
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Questions ¢ maccarthyea@ornl.gov
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